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The impact of assimilation of sea surface velocity fields observed by a set of high-frequency (HF) radars is
studied using a three-dimensional ocean circulation model configured along the Oregon coast. The study
period is June–July 2008 featuring upwelling and separation of the coastal currents into the adjacent inte-
rior ocean. The nonlinear model is based on the Regional Ocean Modeling System (ROMS) and the data
assimilation (DA) component on the AVRORA system utilizing the representer-based variational
algorithm. Assimilation proceeds in a series of 3-day windows, providing an analysis solution in each
window and a 3-day forecast into the next window. Experiments with two different initial condition
error covariances are compared (one is dynamically balanced, based on the linearized equation of state,
temperature-salinity relation, and geostrophic and thermal wind balance relations and the other is
multivariate unbalanced). While the assimilation impact is statistically better in the case of the balanced
covariance, the case with the unbalanced covariance also provides sensible improvement in terms of sur-
face velocity and sea surface temperature (SST) model-data forecast statistics. The analysis of representer
functions shows that even if the initial condition error covariance is unbalanced, the correction fields at
the model initial time are partially balanced after each dynamical field is smoothed independently, due to
inherent dynamical properties of the adjoint model. Assimilation of the HF radar surface currents
improves not only surface velocity forecasts, but also geometry of the upwelling SST front and the sea
surface height (SSH) slope near the coast, as verified against unassimilated satellite SSH and SST data.
The assimilation also alters the latitudinal distribution of the time-averaged offshore transport. Com-
bined HF radar velocity and other observations, e.g., altimetry, is needed to better constrain surface geo-
strophic currents in the entire model domain, including the area not covered by the HF radar data.

� 2012 Elsevier Ltd. All rights reserved.
1. Introduction

Along the Oregon shelf, a strongly wind-driven upwelling sys-
tem is present in summer (Huyer and Smith, 1978; Springer
et al., 2009; Koch et al., 2010). A real-time data assimilation (DA)
and forecast system has been implemented in that area as a part
of a regional ocean observing system (http://www-hce.coas.ore-
gonstate.edu/~orcoss/ACTZ/SSCforecast.html; http://www.nanoo-
s.org). It has assimilated along-track sea surface height (SSH)
from satellite altimetry, sea surface temperature (SST), and high-
frequency (HF) radar surface current observations. In a series of
hindcast studies we have assessed the impact of some of the assim-
ilated data types, in particular by comparison with unassimilated
data and by analyzing dynamical features revealed by the model-
data synthesis. Kurapov et al. (2011) provides a comprehensive
description of the assimilation system and demonstrates the effect
ll rights reserved.
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of assimilation of along-track altimetry and SST data. In this study,
we use the same DA system to investigate the impact of assimila-
tion of HF radar surface currents.

Coastally-based HF radars (Kosro et al., 1997) measure ocean
surface currents at a spatial resolution of several kilometers, captur-
ing essential processes in the coastal ocean, including wind-driven
(Oke et al., 2002a; Kosro, 2005) and tidal currents (Erofeeva et al.,
2003; Kurapov et al., 2003; O’Keefe, 2005). Data from a combination
of six long-range and five standard-range HF radars along the
Oregon coast have been available in near-real time (http://
bragg.coas.oregonstate.edu/ORCoast/) extending over a distance of
650 km in the alongshore direction and as far as 200 km offshore
(Fig. 1). The HF radar data cover both the shelf, where the dynamics
are predominantly wind-driven, and the adjacent coastal transition
zone (CTZ), where the dynamics are more dominated by nonlinear
interactions of jets and eddies, fed by the coastal current instabili-
ties and separation (Strub et al., 1991; Brink and Cowles, 1991; Koch
et al., 2010). Similar systems have been in operation elsewhere,
including California and the US East Coast (Harlan et al., 2010). An
adar surface currents in a coastal ocean model off Oregon. Ocean Modell.
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Fig. 1. Model bathymetry and observation locations (arrows: mapped surface
currents from HF radars averaged over June and July 2008, dots: Jason-1 altimeter
tracks; also shown are NH and CC hydrographic survey sections). Locations of
radars are shown as circles (long-range) and asterisks (standard-range). Bathymet-
ric contours are 200, 1000, and 2000 m.
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extensive surface current observation network such as the one off
Oregon provides a unique opportunity to constrain model estimates
of processes that determine shelf-interior ocean exchange.

Earlier studies have shown advantages of assimilating HF radar
data (Lewis et al., 1998; Breivik and Saetra, 2001; Oke et al., 2002a;
Shulman and Paduan, 2009; Barth et al., 2008; Wilkin et al., 2005;
Zhang et al., 2010). To the best of our knowledge, there has not
been a study showing a positive impact of surface velocity assim-
ilation on the geometry of the SST front, which will be one of the
points of this presentation. One of the features of our assimilation
approach is the use of the four-dimensional variational (4DVAR)
representer-based DA method (Bennett, 2002; Kurapov et al.,
2007, 2009, 2011). It is implemented in a series of time intervals,
providing both time and space interpolation of the assimilated data
sets in each window, using interpolation (covariance) structures
that depend on the time-varying background solution.

2. The model

The nonlinear forecast model component of the DA system is
based on the Regional Ocean Modeling System (ROMS, version
3.2, www.myroms.org), a hydrostatic, Boussinesq, primitive equa-
tion ocean model with a free surface and a terrain-following verti-
cal s-coordinate, featuring advanced numerics (Shchepetkin and
McWilliams, 2005). The Mellor–Yamada Level-2.5 subgrid turbu-
lence scheme is utilized in the vertical (Mellor and Yamada,
1982). Harmonic horizontal tracer diffusion and momentum dissi-
pation are implemented along s-surfaces with the diffusion and
dissipation coefficients equal to 10 m2/s.
Please cite this article in press as: Yu, P., et al. Variational assimilation of HF r
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The model domain extends from 40.5�N to 47.5�N, covering the
entire Oregon coast and parts of the Washington and California
coasts, and from 123.7�W to 129�W, extending more than
300 km offshore (see Fig. 1). The regular horizontal grid is defined
in spherical polar coordinates. The resolution is approximately 6-
km in each horizontal direction with 15 levels in the vertical. The
minimum water depth along the coast is set at 40 m. The resolu-
tion of this model is modest compared to those used in our recent
process-oriented studies of circulation off Oregon [3-km (Springer
et al., 2009; Koch et al., 2010) and 1-km (Osborne et al., 2011)] to
facilitate faster turnout of variational DA runs (which can be on the
order of 10–100 times as expensive in terms of computational time
as a single nonlinear model run).

No-normal-flow and free-slip boundary conditions apply to
velocities along the coast. The other three boundaries (north,
south, and west) are open with conditions provided by the daily-
averaged outputs of the regional Navy Coastal Ocean Model of
the California Current System (NCOM CCS; Shulman et al., 2004).
NCOM had a 9–10 km resolution in the horizontal and utilized hy-
brid coordinates in the vertical (with 19 terrain-following layers in
the upper 138 m and z-coordinates below). Atmospheric forcing
for NCOM was obtained from the Coupled Ocean-Atmosphere
Mesoscale Prediction System (COAMPS, Doyle et al., 2008). Differ-
ences in our free-run ROMS solutions and NCOM can in part be ex-
plained by the different atmospheric forcing and vertical
discretization. Note that NCOM-CCS did assimilate data through a
multi-stage process involving empirical three-dimensional (3D)
projection of satellite SSH and SST maps using archives of temper-
ature and salinity (Fox et al., 2002) and model nudging.

The bulk flux formulation (Fairall et al., 1996) is used to calcu-
late the surface momentum and heat fluxes in ROMS. Atmospheric
fields, including wind speed, air temperature, relative humidity,
and atmospheric pressure, are obtained from the 12-km resolution
North America Mesoscale Model (NAM) forecast archives (http://
nomads.ncdc.noaa.gov/data.php). A 40-h low-pass filter was ap-
plied to the atmospheric parameters used for surface forcing com-
putation, in part for consistency with the available boundary data
time series. Filtering the wind speed can reduce the peak stress
values. While this is admittedly a shortcoming in our formulation,
no model bias was found compared to the surface velocity data
(Fig. 2).

Although the tangent linear (TL) and adjoint (ADJ) components
are now included in the standard ROMS distribution (Moore et al.,
2011), in this application we have used our own, stand-alone TL
and ADJ codes AVRORA [Advanced Variational Regional Ocean
Representer Analyzer, see (Kurapov et al., 2009, 2011)], which
are dynamically and algorithmically consistent with ROMS. Using
AVRORA, instead of the DA component integrated in ROMS, has al-
lowed us additional flexibility implementing and studying effects
of different initial condition error covariances, data functionals
(see Kurapov et al., 2011), and other aspects of the DA system.
ROMS, AVRORA, routines facilitating model error covariance
implementation, and other elements of the variational method
implementation are utilized as stand-alone executables coupled
via C shell scripts. TL&ADJ AVRORA allows finding corrections to
the initial conditions (including SSH f, two components of horizon-
tal velocity u and v, temperature T, and salinity S) and wind stress
(not corrected in this study). Similar to ROMS, the output state of
AVRORA is defined as fields of SSH, u, v, T, and S provided at all
the grid points at equal time intervals (every 4 h in our case). Using
AVRORA, any observation, defined as a linear combination of the
elements of the multivariate time-and-space-discrete model state,
can be assimilated without making any changes to the TL model
and its ADJ counterpart. For instance, daily-averaged surface veloc-
ity data can be easily matched to the daily-averaged model output.
Also, the SSH slope from altimetry can be assimilated to correct
adar surface currents in a coastal ocean model off Oregon. Ocean Modell.
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Fig. 2. Two-month time-averaged surface velocity statistics at HF data locations: (a) mean observed currents, (b) mean currents from the free-run model, (c) the difference
between the mean observed and free-run model currents, and (d) the RMS difference between the observed and model fields.
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model surface slopes and hence surface geostrophic currents with-
out necessarily affecting the mean SSH level (Kurapov et al., 2011).
3. The data

Daily surface current maps are derived from the combination of
six long-range and five standard-range HF radars along the Oregon
coast from June 1 to July 30, 2008. Each radar measures a compo-
nent of the surface current in a radial direction from the radar. Ori-
ginal radial component data have been processed using a least
square procedure to obtain a map of orthogonal u and v compo-
nents on a 6 � 6 km grid. Although assimilation of the original ra-
dial component data can potentially be more beneficial (see
discussion in Section 9), we use the mapped daily-averaged data,
which eased pre-DA quality control of the data.

SST and SSH observations are used to verify the assimilation re-
sults. Blended 0.1� resolution SST maps (provided by Foley, NOAA-
CoastWatch) combine data observed by the Advanced Microwave
Scanning Radiometer (AMSR-E) instrument, the Advanced Very
High Resolution Radiometer (AVHRR), the geostationary GOES Im-
ager, and the Moderate Resolution Imaging Spectrometer (MODIS).
Please cite this article in press as: Yu, P., et al. Variational assimilation of HF r
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The images are available daily representing five-day weighted
averages centered on each day. These will be compared to the dai-
ly-averaged model SST. The SSH product is the AVISO Jason-1
along-track absolute dynamical topography, smoothed by the data
provider and available at the 18-km along-track resolution (http://
www.aviso.oceanobs.com/). When comparing these data to the
model, the along-track means have been removed from both the
observations and their model counterpart since we are mostly
interested in whether the model reproduces correctly the SSH
slope, which is dynamically related to the geostrophic component
of the surface currents.

A free-run model solution is obtained implementing ROMS
without DA, starting on May 1, 2008 from initial conditions ob-
tained by interpolation from NCOM-CCS. The solution for June–July
is analyzed. Important features associated with coastal upwelling
are present in this solution, including intensified offshore transport
of cold upwelled waters in the area near Cape Blanco (43�N), also
observed in satellite SST (Fig. 3(a) and (b)). However, details of
the SST front differ between the observations and the free-run
model. For instance, the modeled separated cold jet extends farther
offshore than observed at 43�N. The two-month-averaged ob-
served HF radar surface currents compare qualitatively well to
adar surface currents in a coastal ocean model off Oregon. Ocean Modell.
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similarly averaged free-run model currents (Fig. 2(a) and (b)),
showing southward and offshore motion of the surface waters.
Fig. 2(c) shows the time-mean difference between the model and
observed currents. Relatively larger misfits are found on the shelf
near 46�N and offshore near the Heceta Bank complex (44–45�N)
and Cape Blanco (43�N). Near 46�N, the Columbia River plume
may affect circulation patterns (Banas et al., 2008; Liu et al.,
2009) and contribute to the error in our model which does not in-
clude the river discharge. Larger misfits south of Cape Blanco
(43�N) and offshore in the CTZ can be associated with limited mod-
el predictability of jets and eddies (Kim et al., 2011). The map of the
time-averaged root mean square difference (or ‘‘error’’, RMSE) be-
tween the model and observed current magnitudes (Fig. 2(d))
shows larger values near Cape Blanco, where complex time-depen-
dent flow processes associated with separation of the coastal cur-
rent occur during summer.

4. The data assimilation approach

In our tests, assimilation proceeds in a series of 3-day time win-
dows (Fig. 4). The daily-averaged surface currents are utilized by
the AVRORA assimilation system to find corrections to the initial
conditions at the beginning of each window. As a combined effect
of the adjoint model dynamics and the assumed model error
covariance (see below), the correction is obtained for every initial
field (SSH, u, v, T, and S). The nonlinear ROMS is run for 6 days
starting from the corrected initial conditions, providing a 3-day
analysis (a nonlinear solution in the given assimilation window)
and a 3-day forecast, which is used as the background solution
for model linearization in the next window. It is verified that the
nonlinear ROMS analysis fits the assimilated data better than the
prior model (forecast from previous window). The following cost
function is minimized in each window:
Please cite this article in press as: Yu, P., et al. Variational assimilation of HF r
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JðuÞ ¼ ½uð0Þ � ub
0�
0C�1

0 ½uð0Þ � ub
0� þ ½d� LuðtÞ�0C�1

0 ½d� LuðtÞ�; ð1Þ

where C0 and Cd are the initial condition and data error covariance
matrices, respectively, u(0) is the estimated initial condition, d is
the data vector including all assimilated observations, L is a mea-
surement operator matching the model state and the observations,
and ub

0 is the prior (background) initial condition. The minimum to
(1) is found using the indirect representer method (Chua and Ben-
nett, 2001; Bennett, 2002; Kurapov et al., 2007, 2011). It is only
briefly outlined here. Our implementation is very similar to Kura-
pov et al. (2011), where additional details can be found. In general,
a representer is a multivariate solution of a linearized model that
‘‘represents’’ an observational functional (a sampling rule) for a gi-
ven observation in a linear vector space, in which the scalar product
is defined by the model part of the cost function (Friedman, 1982;
Bennett, 2002). A representer for the kth observation is obtained
as a result of one ADJ model computation (run backward in time
adar surface currents in a coastal ocean model off Oregon. Ocean Modell.
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forced with an impulse at the observation location and time), fol-
lowed in our case by convolution of the ADJ solution at the initial
time kk(0) with C0, and then one TL model computation (run for-
ward in time using C0kk(0) as initial conditions). The optimal initial
condition can be written as:

uð0Þ ¼ ub
0 þ C0

P
k

bkkkð0Þ; ð2Þ

where bk can be determined using the representers and d � Lub(t).
If the number of observations is large, computation of every

representer is impractical. An iterative procedure is applied instead
Please cite this article in press as: Yu, P., et al. Variational assimilation of HF r
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to determine the correction as an optimal linear combination (the
second term in (2)). To speed up the minimization, a precondition-
er (Egbert et al., 1994; Bennett, 2002) is formed by computation of
a small subset of all representers. The representers from this subset
are sampled at the observation locations and times and used to
build an effective preconditioner for the iterative solver. Then the
conjugate-gradient algorithm (CGA) can be used to find bk and
the optimal linear combination (2). Each step of the CGA is again
accomplished using an ADJ model run (forced with a linear combi-
nation of impulse functions), implementation of C0 to the adjoint
solution at the initial time, and one TL model run. In our tests,
approximately 200 representers were computed in each window
to form the preconditioner. Then, the preconditioned CGA con-
verged in approximately 10–20 iterations. Similar convergence
rates were obtained assimilating along-track SSH and SST (see
Kurapov et al., 2011). The computer processor unit (CPU) time re-
quired to obtain the optimal solution would be comparable to that
of 400 forecast model runs. The computational time is reduced
considerably by distributing the representer runs (independent
from each other) to different processors of a cluster.
5. Error covariances

The data errors are assumed to be uncorrelated, and the corre-
sponding data penalty term in the cost function is

½d� LuðtÞ�0C�1
d ½d� LuðtÞ� ¼ r�2

d

PK
k¼1

xobs
k � xmod

k ðtÞ
� �2

; ð3Þ

where the u and v velocity components at each location are consid-
ered to be two separate observations, xobs

k is an observed velocity va-
lue, and the overbar denotes the time average of the model velocity
over a corresponding 1-day period; rd = 0.05 m/s. Note that this
simple choice of the data error covariance is done for convenience.
In practice, the data error variance and correlations would depend
on many factors, including the velocity magnitude, spatial scales
of variability, data location, etc. (O’Keefe, 2005).
adar surface currents in a coastal ocean model off Oregon. Ocean Modell.

http://dx.doi.org/10.1016/j.ocemod.2012.03.001


6 P. Yu et al. / Ocean Modelling xxx (2012) xxx–xxx
The initial condition error covariance C0 can provide smoothing
(filtering small spatial scales in the adjoint solution) and also intro-
duce dynamical balances relevant to ocean flows. In our initial
tests (Section 6), the importance of using a dynamically balanced
covariance is studied. Cases with two different covariances will
be compared.

The first covariance assumes that errors in model variables are
mutually uncorrelated:

C0 ¼

Cf 0 0 0 0
0 Cu 0 0 0
0 0 Cv 0 0
0 0 0 CT 0
0 0 0 0 CS

0
BBBBBB@

1
CCCCCCA
; ð4Þ

where Cx = hdxdx
0i, dx denotes an error in each model variable (f, u, v,

T, or S), and h� � �i is the statistical ensemble average (expected va-
lue). The covariance of initial errors in each model variable Cx is de-
fined as the product of two (for f) or three (for every 3D variable)
bell-shaped covariances, separable in longitude u, latitude h, and
the vertical (terrain-following) s-coordinate used in ROMS. For an
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element of Cx corresponding to model nodes (u1,h1,s1) and
(u2,h2,s2),

hdxðu1;h1;s1Þdxðu2;h2;s2Þi¼rxðu1;h1;s1Þrxðu2;h2;s2Þ

�exp �ðu1�u2Þ
2

2l2
u

 !
exp �ðh1�h2Þ2

2l2
h

 !

�exp �ðs1� s2Þ2

2l2s

 !
; ð5Þ

where rx is the error standard deviation, and lu, lh, and ls are the
decorrelation scales in the zonal, meridional, and vertical directions,
respectively. Note that although matrix C0 is very large, we do not
have to store it. Only the rule by which C0 multiplies a vector of ini-
tial condition adjoint sensitivity values k(0) is needed. The vertical
decorrelation scale is based on s-coordinate for simplicity of imple-
mentation. The actual vertical scale (in meters) will thus be propor-
tional to the sea depth. This is not an unreasonable assumption, as it
reduces the direct impact of assimilation of surface data near bot-
tom in shallow waters, where flows are more directly wind-driven.

The second covariance uses the balance operator approach of
Weaver et al. (2005). The linear balance operator B is defined using
λ(0), Temp (50m)

(c) Obs Day 1

λ(0), Temp (500m)

(d) Obs Day 1

λ(0), Temp (50m)

(g) Obs Day 2

λ(0), Temp (500m)

(h) Obs Day 2

 

−1 0 1 2

x 10−3

λ(0), Temp (50m)

(k) Obs Day 3

Longitude
126W 125W 124W

λ(0), Temp (500m)

(l) Obs Day 3

Longitude
126W 125W 124W

of surface v on day 1 (row 1), 2 (row 2), and 3 (row 3) (the observation location is
mperature component (�C�1m s�1) at the surface.(column 2), 50 m depth (column 3),

adar surface currents in a coastal ocean model off Oregon. Ocean Modell.

http://dx.doi.org/10.1016/j.ocemod.2012.03.001


P. Yu et al. / Ocean Modelling xxx (2012) xxx–xxx 7
basic diagnostic relationships (including linearized forms of the
equation of state and T–S relation, geostrophy, and thermal wind
balance – see Kurapov et al., 2011, appendix B). It allows computa-
tion of perturbations in all the initial fields given a subset of fields
that can be assumed to be mutually uncorrelated. In our case:
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where dw is the depth-integrated transport stream function pertur-
bation. Technically, B is provided as a FORTRAN code. Then,

C0kð0Þ ¼ hdudu0ikð0Þ ¼ B
CT 0
0 CW

� �
B0kð0Þ; ð7Þ

where B0k is written as the computer code adjoint to B. A bell-
shaped covariance of type (5) is assumed for CT. Since our under-
standing of errors in w is limited, we assume CW = 0 in our compu-
tations. Still, all cross-correlations between model state variables
are nonzero due to the effect of B.

For the experiments in this study, the following covariance
parameters are chosen. The decorrelation scales in each horizontal
direction are nominally equal to lu = lh = 25 km. The vertical length
scale, based on s-coordinate, is 100 m in a 3000-m water column.
For the unbalanced covariance, rf = 0.02 m; for the 3D variables,
rT = 0.5�, rT = 0.11 psu, and ru = rv = 0.08 m/s at the surface, all re-
duced with depth as exp(z/z0), where z0 = 100 m (z is 0 at the sur-
face, and negative at depth). Note that in the unbalanced case, rS is
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chosen to be consistent with rT based on the average T–S relation
in the upper water layer. Choices for ru and rv are consistent with
rf and the assumed horizontal decorrelation scale by geostrophy,
i.e., ru = (g rf)/(lf), where g is the gravity and f is the Coriolis param-
eter. In the balanced case, rT is similarly 0.5 �C at the surface and is
decreased with increasing depth. Error levels for other components
of the ocean state as well as their 3D correlation structure are fully
determined by the balance operator and its adjoint.
6. Initial experiments: effect of C0

The sensitivity of the DA system to HF radar surface current
assimilation was initially studied in a three-day, single assimila-
tion window experiment, July 19–21, 2008. The free-run solution
for this period is used as the prior (background) solution. After
the corrections to the initial conditions are obtained, we run the
model for a period of 15 days (3-day analysis plus 12-day forecast),
to assess the long term response of the system to assimilation in a
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single window. This study included comparisons of cases with the
balanced and unbalanced covariances. Fig. 5 shows the impact of
DA in terms of the area-averaged model-data RMSE and correla-
tion, separately for HF radar surface currents (left) and unassimi-
lated SST (right). In terms of the surface velocity statistics
(Fig. 5(a) and (c)), the results for the first three days show an im-
proved fit to the assimilated data. The positive impact on the sur-
face velocities in terms of the RMSE is still apparent at the end of
the 12-day forecast period, while correlation of model and ob-
served currents returns to the prior model level faster, on the 5th
day of the forecast. Velocity statistics in the cases with the two dif-
ferent covariances are similar. Comparison of the model solution
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with SST (Fig. 5(b) and (d)) shows improvement both in terms of
RMSE and correlation over the entire 15-day period with some-
what better performance from the balanced covariance.

Although the case with the balanced covariance outperforms
that with the unbalanced covariance, the latter also provides a use-
ful correction. DA performance in the unbalanced covariance case
exceeded our expectations and suggested that the correction to
the initial condition may exhibit some features associated with
large-scale dynamic balances, even without help from the balanced
C0. These features are potentially provided by the adjoint model. To
investigate this issue, we will examine initial fields of adjoint sen-
sitivity kk(0) and C0kk(0) corresponding to the observation of the
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daily-averaged surface zonal velocity component v (Figs. 6–8). Be-
fore we discuss results, let us recall that C0kk(0) is the initial condi-
tion for the representer rk(t). In the statistical interpretation of the
variational method (Bennett, 2002), rk(t) = hLkdu(t), du(t)i is the
covariance, between the error in the prior model solution for every
component (SSH, u, v, T, and S) at every point in space and time
(du(t)) and the error in that same prior model solution sampled
at the observation location and time Lkdu(t). If rkð0Þ ¼ C0kkð0Þ is
plotted, corresponding to an observation of the surface velocity v,
it can be expected that its SSH component would have a slope in
the zonal (cross-shore) direction, meaning that the initial errors
in the surface pressure gradient are in an approximate geostrophic
balance with the errors in the model surface v, sampled at a later
time. If the error in the surface v is associated with baroclinic
dynamics on geostrophic scales, we could expect that the SST com-
ponent of C0kkð0Þ to the east (west) of the observation location is
positively (negatively) correlated with the surface v error. These
arguments suggest that the SSH and SST components of C0kkð0Þ
might be expected to look like dipoles, oriented in the direction
of v. Analysis below confirms these expectations.

For this analysis, we choose a time window of July 19–21. Fig. 6
shows the 3-day average background surface velocity field. The
observation location is chosen on the path of the jet separated from
the coast, to additionally study the impact of advection on kk(0). In
Fig. 7 showing kk(0), the top, middle, and bottom rows correspond
to three different observations obtained at the same location but
different times (days 1, 2, and 3); columns (left to right) show
the SSH component of kk(0), and the temperature component at
200
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the surface, 50 m, and 500 m depth. In all fields, we find a variety
of larger and smaller scale structures that might be associated with
different dynamical mechanisms affecting co-variability of the
sampled variable and initial fields.

The areas of maximum sensitivity in all three cases are displaced
to the northeast of the observation location, seen in the SSH, SST,
and T fields at the 50-m depth. The fields corresponding to the
observation on day 3 show the farthest displacement. However,
no displacement is found at 500 m depth (Fig. 7(d), (h), and (l)).
These differences are consistent with advection by a relatively shal-
low baroclinic coastal jet present in the background solution. Note
that the effect of advection on adjoint computations (of sensitivity
of the initial fields to the area integrated SST) has also been demon-
strated by Zhang et al. (2009) in a study off the US East Coast.

The dipole structure suggested by our qualitative study is hard
to identify in the SSH sensitivity fields (Fig. 7, column 1), partly due
to the presence of small scale features, which are likely associated
with inertia-gravity waves (although we have not analyzed their
characteristics in detail). In the SST sensitivity fields (column 2),
short-scale (20-km) variability along the jet path (particularly seen
in Fig. 7(j), day 3 observation) may potentially be associated with
jet instabilities. These instability patterns are mostly shallow and
not as evident in the initial temperature sensitivity fields at 50 m
depth (column 3). At this depth, as well as at 500 m (column 4),
the dipole structure is clear in the T-component of kk(0) (particu-
larly, Fig. 7(c), (g), (h), and (l)). We also find that fields at the
500 m depth exhibit small scale wave-like patterns, which are
not as pronounced at 50 m. Their origin and role, and relation to
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the SSH wave-like patterns are potentially interesting topics for fu-
ture research.

Upper (lower) plots in Fig. 8 show C0kk(0) for the cases of the
balanced (unbalanced) covariance, as well as evolution of the
representer solutions starting from those initial conditions. Only
results for the day 1 observation (corresponding to sensitivity
fields at the top of Fig. 7) are shown. In the balanced covariance
case, the SSH (Fig. 8(a)) and SST (Fig. 8(d)) components of the
representer initial conditions show a dipole structure, in approxi-
mate geostrophic balance with velocities. In this case, positive cor-
rection to the meridional surface velocity component (at the time
of measurement on day 1) would be associated with the plotted
correction in the SSH slope (lowering to the west and rising to
the east) at the initial time. A cyclonic (anticyclonic) eddy to the
west (east) of the observation location is associated with cooling
(warming) of the surface. Note that the optimal correction to the
initial conditions is obtained as a linear combination of structures
like this, corresponding to each observation. Fig. 8(b), (c), (e), and
(f) show the evolution of the representer, for the balanced C0 case.
The SSH component is relatively unchanged after 24 h, and the SST
component shows some variability, potentially associated with
baroclinic instabilities and effects of the background currents.

The SSH field from the unbalanced case (Fig. 8, two lower rows)
does not show a strong dipole structure in SSH at the model initial
time, as this is filtered (along with the small scale wave patterns)
by the assumed SSH covariance. However initial fields of surface
velocity and SST are qualitatively similar to the balanced case.
Since the TL model describes the natural development of balanced
dynamics, the SSH component of the representer adjusts quickly,
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in about 6 h, to the velocity and SST fields and soon after that all
the representer components look qualitatively similar to the
balanced case. Based on this result we conclude that the unfiltered
sensitivity kk(0) already provides information about dynamical bal-
ances. Filtering (and scaling) each component independently,
applying the unbalanced C0, may disrupt these balances at some le-
vel, but if length and amplitude scales are dynamically sensible,
negative effects will not be too severe, and balances will be quickly
restored. For example, the assumption that the initial errors in
each field are auto-correlated on a scale comparable to the Rossby
radius of deformation will allow a quasi-geostrophic balance be-
tween field components to persist after filtering. It is possible that
for this reason, the DA improvement in the unbalanced covariance
case is sensible and comparable to the balanced covariance case.
7. A 60-day DA experiment

A 60-day (20 three-day cycles) assimilation experiment was
implemented for the period of June 1–July 30. Only the case with
the balanced covariance is described here. Statistical comparisons
involving surface velocities and SST are shown in Fig. 9–11. These
will be discussed together with monthly mean fields of observed
and model SST and model volume transports integrated between
the surface and 200 m depth from the free-run, analysis, and
NCOM solutions for June and July (Figs. 12 and 13, respectively).

As a result of DA, the surface currents are improved in both
the analyses and 3-day forecasts within the entire 60-day
interval, in terms of both area-averaged model-data RMSE and
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correlation (Fig. 9(a) and (c)). We also compute the model-data
RMSE by averaging both in space and in time separately for days
1, 2, and 3 of the analysis and forecast (combining in each case
misfits from 20 days) (Fig. 10(a)). This also shows that analyses
and forecasts are better than that for the free-run solution. In this
plot, we note that the change in RMSE from analysis day 3
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(0.08 m s�1) to forecast day 1 (0.11 m s�1) is larger than the
change from analysis day 1–3, or forecast day 1–3. The nonlinear
ROMS solution fits velocity observations uniformly well on anal-
ysis day 1–3, but experiences transition to a less satisfactory solu-
tion during forecast day 1 (which is still statistically better than
the free-run model). Maps of velocity RMSE, averaged in time
6−20−2008

rack No. 206

HFR coverage

(c) Cycle 238 06−30−2008

HFR coverage

7−20−2008

HFR coverage

(f) Cycle 241 07−29−2008

HFR coverage

6−12−2008

rack No. 247

HFR coverage

(i) Cycle 237 06−21−2008

HFR coverage

126W 124W

7−11−2008

titude

HFR coverage
128W 126W 124W

(l) Cycle 240 07−21−2008

Latitude

HFR coverage

vations. Locations of Track 206 (a)–(f), and Track 247 (g)–(l) are shown in Fig. 1.

adar surface currents in a coastal ocean model off Oregon. Ocean Modell.

http://dx.doi.org/10.1016/j.ocemod.2012.03.001


Density_NH Observation: 07−12−2008
D

ep
th

(a)

−150

−100

−50

0
Free Run

(b)

Analysis

(c)

NCOM

(d)

Density_CC Observation: 07−16−2008

D
ep

th

Longitude

(e)

126W 125W
−150

−100

−50

0
Free Run

Longitude

(f)

126W 125W

Analysis

Longitude

(g)

126W 125W

NCOM

Longitude

(h)

126W 125W
20

21

22

23

24

25

26

27

28

Fig. 15. Comparison of the model potential density fields against the CTD observations (NH and CC lines). The locations of the CTD lines (black triangles) are shown in Fig. 1.
The white lines on the model fields correspond to the offshore extent of the CTD data.

P. Yu et al. / Ocean Modelling xxx (2012) xxx–xxx 13
point-by-point separately for each day of the analysis and fore-
cast (Fig. 11(a)–(f)), show that this jump in RMSE occurs mainly
in the jet separation area south of Cape Blanco (43�N) and along
the coast north of 44.5�N.

The SST RMSE for the free-run solution (Fig. 9(b), grey solid line)
grows on average with time, associated with limited predictability
of jets and eddies in the CTZ as the SST front moves westward. The
SST correlation of the free-run model and the satellite data is gen-
erally smaller in June than in July (see Fig. 9(d), grey solid line).
This may be associated with a relatively weaker contrast of war-
mer offshore and colder shelf waters in early summer. Also, war-
mer SST is observed in the area of the Columbia River plume (not
modeled in our case), more apparent in June (Fig. 12(a)) than in
July (Fig. 13(a)). The analysis and forecast SST RMSE are worse than
in the free-run model during the first 20 days of June, but show sig-
nificant improvement over the free-run model after that. In our
interpretation, after the influence of the Columbia River plume
has diminished, the DA model describes the offshore translation
of colder shelf waters in the CTZ better than the free-run model.
The SST model-data correlation is moderately better for the analy-
sis and forecast fields compared to the free-run model over most of
the study period (Fig. 9(d)). Analysis of the SST RMSE values ob-
tained by averaging in space and in time separately for each day
of the analysis and forecast (Fig. 10(b)) reveals that both the anal-
ysis and forecast are better than the prior model SST for each day.
However, curiously, the analysis SST RMSE gradually decreases
Please cite this article in press as: Yu, P., et al. Variational assimilation of HF r
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from day 1–3 and this tendency continues for the forecast SST
RMSE, such that the SST forecasts are statistically better than SST
analyses (which can be also seen in the time-series RMSE, see
Fig. 9(b)). Maps of SST RMSE, obtained by averaging in time sepa-
rately for days 1, 2, and 3 of the analyses and forecasts (Fig. 11, bot-
tom), show larger SST analysis errors on day 1 in areas where the
differences between forecast and observed velocities were larger,
and where the DA impact was stronger. Correction of SST resulting
from assimilation of velocities introduces inconsistencies that are
improved dynamically with time.

Improvement in the SST model-data statistics resulting from
surface velocity assimilation is associated with the corrected
geometry of the SST front. This is illustrated in Fig. 3, in which
the daily mean SST from the free-run, analysis, and forecast solu-
tions are plotted next to the satellite image and the free-run model
SST on July 23, 2008 (note the forecast field is a result of the non-
linear run starting from improved initial conditions in the previous
assimilation window). These plots also include the observed and
model surface currents (free-run, analysis, and forecast) at the
observation locations. Qualitatively, the analysis and forecast SST
fields look to be in better agreement with the observed SST than
the free-run solution. For instance, very intense separation of the
colder shelf waters off Cape Blanco (43�N) is seen in the free-run
model (Fig. 3(b)), but not in the data (Fig. 3(a)). The extent and
shape of the cold water front at that latitude in the analysis and
forecast solutions (Fig. 3(c) and (d)) are much closer to the
adar surface currents in a coastal ocean model off Oregon. Ocean Modell.
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observations. The satellite data also suggest the presence of a large
anti-cyclonic eddy between 41�N and 43�N, not reproduced in the
free-run solution. After assimilation, this eddy is apparent in sur-
face currents and SST model fields.

The geostrophic component of the surface currents is propor-
tional to the SSH slope. The impact of velocity assimilation on
SSH is verified against Jason-1 along-track altimeter data (Fig. 14,
track 206 (upper plots) and 247 (lower plots); see Fig. 1 for track
locations). On average, within the area of HF radar data coverage
(between 126�W and the coast), the SSH slope in the assimilation
solution follows the observed SSH slope qualitatively better than
the free run model. For instance, in Fig. 14(h) there is an abrupt
drop in SSH between 125.5–125�W, which is captured in the anal-
ysis, but not in the free-run solution. To provide a more quantita-
tive assessment, we compute the model-data SSH RMSE errors
averaged over along-track segments between 126�W and the coast
and over each track. Before the RMSE is computed, the model and
data were demeaned independently for each pass. For track 206,
the RMSE for the free-run (analysis) solution is 6.6 (4.4) cm; for
track 247, the RMSE for the free-run (analysis) solution is 3.8
(2.7) cm. Along both tracks, the RMSE is reduced in the analysis
solutions.
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We have not had enough subsurface data during this period to
verify whether surface velocity assimilation has a positive impact
at depth. Data from several conductivity-temperature-depth
(CTD) surveys have been available with a 1-m vertical resolution
(courtesy of Peterson and Peterson, NOAA Northwest Fisheries Sci-
ence Center), but these extend only over the shelf. Representative
examples of the observed and model cross-shore potential density
sections are given in Fig. 15 (see Fig. 1 for the section locations).
The section along the Newport (NH) line, 44.65�N (Fig. 15(a)–(d))
is in the area of relatively along-shore uniform slope, where shelf
dynamics dominated by wind-driven upwelling and downwelling
are generally well reproduced by a free-run baroclinic primitive
equation model (Oke et al., 2002b; Kurapov et al., 2005). The sec-
tion off Crescent City (section CC, 42.6�N, Fig. 12(e)–(h)) is in the
jet separation area south of Cape Blanco where variability is less
predictable, more dominated by jet and eddy activity in the CTZ
(Koch et al., 2010). For each cross-shore section we provide (see
Fig. 15, left to right) the observed, free-run model, analysis, and
NCOM-CCS potential density fields (recall, the latter are the fields
from a lower resolution data assimilative model that provided
boundary conditions for our study). The plotted model sections ex-
tend to 126�W (the zone of HF radar coverage), about twice as far
adar surface currents in a coastal ocean model off Oregon. Ocean Modell.
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as the observed sections go. The extent of the observed CTD sec-
tions is shown as the vertical white line in the model sections.

Our free-run model as well as NCOM-CCS indeed reproduces
the hydrographic structure over the shelf along the NH line qual-
itatively correctly. Assimilation of surface velocities essentially
does not change the hydrographic structure associated with the
wind-driven upwelling on the shelf. Note that in this cross-shore
section, the isopycnals in the analysis solution (Fig. 15(c)) are
lowered near 126�W compared to the free-run solution or
NCOM-CCS. A similar effect was found on this date in the case
using the unbalanced covariance as well. Additional analysis
shows that this effect is local, associated with a pool of war-
mer-than-observed water and an anticyclonic eddy formed in
the analysis solution in the area not covered by the HF radar data
(Fig. 16). Assimilation of additional data sources covering the
whole model domain is expected to improve the model solution
beyond the HF radar coverage area. We have tested whether com-
bined assimilation of the HF and satellite altimetry SSH data (Ja-
son-1 and Envisat) can help (assimilation of these additional data
proceeded as described in Kurapov et al., 2011). The assimilation
of altimetry does have a positive impact on SSH along the tracks
(Fig. 17). In particular, the strong northward flow along 127�W
between about 43�N and 46�N is reduced, primarily as a result
of the impact of the data from the Envisat track 284 (see
Fig. 17(b)). However, it turns out that no track from either satel-
lite passes through the core of the possibly spurious or misplaced
Please cite this article in press as: Yu, P., et al. Variational assimilation of HF r
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eddy (Fig. 16(d) and (e)) centered near 126.5�W and 44.5�N. This
eddy is still found in the new analysis solution, with a smaller
impact area. We believe that surface currents should be better
constrained when wide swath altimetry data become available
in the future (Hénaff et al., 2008).

The sections for the CC line (Fig. 15(e)–(h)) show that neither
our free-run model nor NCOM-CCS reproduced the isopycnal
structure correctly in this area. The observations show an upwell-
ing front at 125�W and a strong subsurface horizontal density
gradient on the shelf. The free-run model shows the front farther
offshore and an area of relatively flat isopycnals inshore of this
front. The free-run model isopycnals near the shelf bottom sug-
gest a strong northward flow, which is not supported by the ob-
served density sections. The NCOM-CCS, which assimilated SST,
shows the front at the correct location. However, the density
structure inside of the front is not correct, and is more similar
to our free-run solution (showing an area of low cross-shore den-
sity gradient and deepening of isopycnals near the bottom associ-
ated with the northward flow). While our analysis solution,
constrained by assimilation of only HF radar surface currents, is
unable to fix all of those deficiencies, it does move the front in-
shore (although the front is weaker). Also, the area inshore of
the front shows upwelled isopycnals, more consistent with the
observations than the free-run model. Future research is needed
to determine whether any combination of surface data can con-
strain the subsurface density field better.
adar surface currents in a coastal ocean model off Oregon. Ocean Modell.
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8. Assimilation effect on volume transports

A coastal model constrained by DA can potentially provide im-
proved estimates of shelf-interior ocean transports of volume, heat,
Please cite this article in press as: Yu, P., et al. Variational assimilation of HF r
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and materials. This information would provide guidance for cli-
mate models that do not resolve these fluxes. Here we analyze
the impact of HF radar surface current assimilation on the volume
transport across and along the shelf.
adar surface currents in a coastal ocean model off Oregon. Ocean Modell.
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The two-month time-averaged vertical integral of the zonal
velocity along 125�W is shown in Fig. 18(a). These estimates from
the free-run model and analysis are qualitatively similar in magni-
tude, but have considerable differences in latitudinal distribution.
In Fig. 18(b), the vertically integrated volume flux is separated into
westward and eastward flow components. To obtain those compo-
nents, the zonal velocity profiles u(z) were integrated separately
for u > 0 and u < 0. The DA has affected the westward flux more
than eastward flux. The two-month meridional volume transport
from 125�W to the coast (Fig. 19) shows that DA changes the
northward alongshore transport. South of 43�N the transport is pri-
marily northward. The abrupt drop in magnitude of the northward
transport changes latitudinal location from 42.5�N in the free-run
solution to between 41.5�N and 42�N in the DA analysis. That
change is consistent with the change of location of maximum
westward offshore transport shown in Fig. 18.

Fig. 20 shows time- and area-averaged meridional currents (v)
over the shelf and slope, as functions of the latitude. The upper plots
are for June, and the lower for July. Values on the left (Fig. 20(a) and
(c)) are computed by averaging over the top 200 m between the
coast and the location of the 2000-m isobath and plots on the right
(Fig. 20(b) and (d)) by averaging in a sector bounded by the bottom,
the 200-m horizontal depth level, and the vertical line at the loca-
tion of the 2000-m isobath. Results for the free-run ROMS, analysis,
and NCOM-CCS are shown. Even though NCOM-CCS provides
boundary conditions for our ROMS model, considerable differences
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are found in the meridional fluxes obtained from the free-run ROMS
and NCOM estimates. DA affects the upper 200-m meridional flux
more than the subsurface along-slope flux and brings these esti-
mates closer to NCOM-CCS. An increase in the southward currents
above 200 m between 42�N and 43�N in the DA analysis compared
to the free-run solution is apparent and is consistent with the
changes in the monthly mean transport in that region shown in Figs.
12 and 13. The ROMS estimate of the subsurface meridional flux is
larger (more positive) than NCOM in June, and lower (negative or
less positive) in July. While we do not have data to assess which
solution is closer to the truth, this issue suggests interesting ques-
tions for future research, in particular with regard to the role of
the poleward undercurrent (Pierce et al., 2000), seasonal variability
of the subsurface flows in this area, and ability of the DA system to
constrain those.

We find it interesting that during July (Fig. 13(b)–(d)) the inten-
sified offshore flux near 42�N, not found in our free-run model, is ob-
tained in both our DA analysis and NCOM fields. The location of this
intensive westward flow is constrained by assimilation of different
types of data in the two models (HF radar surface currents in our
case and SSH and SST in the case of NCOM).

9. Summary

Assimilation of surface currents from a set of standard and long-
range HF radars into the ROMS model coupled with the variational
Lower

(b)
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Lower
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th. The left panels show the currents averaged over the depth range from the surface
e currents averaged over the depth range from 200 m to the bottom. Both averages
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AVRORA DA system improves the quality of near-surface velocity
forecasts and has a positive effect on the geometry of the SST front.
In the area covered by the HF radar data, there is a moderate
improvement in the SSH slope (by comparison with along-track
altimetry). HF radar observations cover areas very close to the coast
and could be potentially useful in bridging the data gaps in altime-
try. Assimilation has a stronger impact on near-surface horizontal
volume fluxes than subsurface flows. Reasons for differences in sub-
surface meridional fluxes in NCOM and ROMS (which was nested in
NCOM) will require additional, more focused studies.

Results with two different initial condition error covariances
were implemented and compared. The case with the unbalanced
covariance showed a better performance than expected. Analysis
of the representers has suggested that using the adjoint model,
plus the assumption that the initial errors in each oceanic field
are correlated over a horizontal scale comparable to the Rossby ra-
dius of deformation, result in a dynamical balance between the
oceanic fields in the DA correction even without using the balanced
initial condition error covariance. The case with the balanced
covariance still showed a moderate improvement over the case
with the unbalanced covariance in terms of SST (which was not
assimilated).

Surface maps of two orthogonal components of surface velocity
have been assimilated. These maps are routinely used in our real-
time assimilation system since their visual inspection can be read-
ily done as a matter of the pre-DA data quality control. However,
assimilation of original, radial component data could be more
advantageous (Kurapov et al., 2003; Barth et al., 2008; Shulman
and Paduan, 2009, Powell, pers. comm.), in particular, because
the accuracy of the radial component data is spatially more uni-
form. Also, in the areas sampled by only one HF radar, where map-
ping using traditional methods for data analysis would not be
possible, the radial component data would still provide a useful
constraint on the simulated flow. Several tests, not discussed
above, have been performed assimilating the radial component
data. In those cases, DA served as a dynamically-based mapping
tool that yielded model fields of the two orthogonal components
of surface currents. Those have been found to be close to maps ob-
tained directly from the observations (more traditional data inter-
polation). The radial current component assimilation showed
effects on SST similar to the case assimilating the mapped orthog-
onal currents (Fig. 3(e)).

In this study, the wind forcing was assumed to have no error.
Allowing for errors in wind forcing as well as the initial conditions
may improve the forecast skill of the DA system (Kurapov et al.,
2009; Zhang et al., 2010).

Although the Columbia River discharge is neglected in our mod-
el, our study suggests its potential impact on the SST. Inclusion of
the fresh water plume in the DA system would be a logical next
step, but it should be taken carefully. First, our implementation
of the balanced covariance assumed a simple linear relation be-
tween T and S. This formulation will have to be revised in the pres-
ence of a thin surface layer of a fluid with anomalous T–S
properties, and impact of assimilation on plume structure would
have to be evaluated, e.g., using hydrographic section data. Second,
inclusion of the Columbia River fresh water discharge could be
most conveniently (and realistically) accomplished if adding tidal
variability, which would help to mix the river and ocean waters
in the estuary. Assimilation in the presence of tides, in particular,
the impact of re-initialization on the internal tide field (Osborne
et al., 2011), raises additional research questions.

Based on our study, the HF radar measurements are a valuable
data source for constraining circulation both over the shelf and in
the adjacent interior ocean. Assimilation of this data type in the
real-time model will be most beneficial in combination with other
observations, including SST and alongtrack SSH.
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